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Abstract

In summability theory, different classes of matrices have been in-
vestigated and characterized. There are various types of summability
methods e.g. Norlund means, Cesaro, Riesz, Euler, Abel and many
others. The spectrum of an operator plays a crucial role in the devel-
opment of Tauberian theory for the operator and Mercerian theorems
which are used to determine the limit or sum of a convergent sequence
or series.

In this paper, the spectrum and eigenvalues of a special Noérlund ma-
trix as a bounded operator on the sequence space c is investigated and de-
termined. This is achieved by applying Banach space theorems of func-
tional analysis as well as summability methods of summability theory. It
is shown that the spectrum consist of the set {\ € C: [A — 3| < $}U{1}.
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Notations

R - will denote the set of positive real numbers;R - the set of real numbers;C

- the set of complex numbers;||.||- norm of; —- tend to; (- empty set; c- the
set of all sequences which converge; ,(0 < p < 00) - sequences such that
o0

Sz)f < .

k=0

1 Introduction

Noérlund mean matrix is an infinite triangular matrix A = (a,;) with

Pk <K<
ank:{ P B =N (1)

, where pg > 0, prp, > 0 for all £ > 1 and P, Z pr. In this paper we let

Po=pr=p2=m,p3=ps=p;5---=0,m€eZ, then the matrix is given by
1 0 0 0
55 00
I 1 1
A=1701 1 1 (2)
A
00 5 3

Theorem 1.1. A € (¢, c) if and only if

i.  lima,, = a for each fixed k, £k =0,1,2,...
n—oo

. lim > au=aasn— oo

i, supol 3 Jauil} < 00, [7].
k=0

Theorem 1.2. A € (Iy,1;) if and only if

i > |ank| < oo for each fixed k

n=0

i supy{ 3 Jawl} < oo, [2].
n=0
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Definition 1.3. (Adjoint Operator 7)

The adjoint T™of linear operator 7' € B(X,Y) is the mapping from Y*to
X*defined by T*o f = foT, fe Y™

Theorem 1.4. T* is linear and bounded. Moreover, ||T*| = ||T||, [4].

Theorem 1.5. A linear Operator T € B(X,Y) has a bounded inverse T
defined on all Y if and only if its adjoint T*has a bounded inverse (T*)™*
defined on all of X*. When these inverses exist, (T~1)* = (T*)~', /8, 10].

Definition 1.6. (Resolvent Operator, Ry = (T — \I)™!)

Let X be a non - empty Banach space and suppose that T : X — X .
With T', associated is the operator T\ = T'— AI, A € C,where [ is the identity
operator on X. If 7\ =T — Al has an inverse, then it is denoted by Ry(T") or
simply R, and call it the resolvent operator of 7.

Definition 1.7. (Resolvent set p(T"), spectrum o (7))

Let X be a non - empty Banach space and suppose that 7" : X — X . The
resolvent set p(T') of T is the set of complex numbers Aor which (7" — \I)~!
exist as a bounded operator with the domain X. The spectrum o(7T') of T is
the compliment of p(7) in C.

Theorem 1.8. The resolvent set p(T) of a bounded linear operator T on a
Banach space X is open; hence the spectrum o(T) of T is closed, [1, 4].

Theorem 1.9. If X is any Banach space and T € B(X), then o(T) # 0,
[1, 4]

The spectrum o(7) of a bounded linear operator 7 : X — X on a Banach
space X is compact and lies in the disk given by:

A= 1T (3)

[4].

Theorem 1.10. Let T € B(X), where X is any Banach space, then the
spectrum of T*is identical to the spectrum of T. Furthermore, Ry\(T*) =
(B\(T))*for X € p(T) = p(T*), [8] and [10].
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2 The spectrum of A operator on c

We determine the spectrum of matrix A as an operator on ¢ The matrix A =

1 0 0 0 0
fg 000
A
O B
00 35 3 3

Corollary 2.1. A € B(c)

Proof. i. lim a,; = 0 for each fixed k, £ =0,1,2,... O
n—oo
. lim > apr =1asn — ooiil. ||A]| =sup,se{ D |aw|} =1 <
0 k=0 T k=0

2.1 The Eigenvalues of A operator on c

Theorem 2.2. The eigenvalue of A € B(c) is the singleton set {1}

Proof. Solving the system Ax = Az, x # 6 in c and A € C, then

1 0 0 0 O o Zo
2 0 00 T T
11 1 ¢ T2 L2
SRETEEIFA R g
00 35 3 3 o .

which gives
o = )\l'o
%QZO + %Il = A:cl
ll’o + ll’l + ll’g = )\ZEQ

i t i
53[31 + 51'2 —|— 51’3 = )\ZE3 (5)

1 1 1
3Tn—2 + 3Tn—1 + 3Tn = >\$n

Solving equation 5, if x is the first non zero entry of x, then A = 1. But A =1
implies xg = ©1 = 29 = --- = x,, = ---, which shows that x is in the span of
0 =1(1,1,1,1,---) which tends to 1 as n tends to infinity. Therefore A = 1 is
an eigenvalue of A € B(c). When z; is the first non zero entry of z, A\ = %
But A = % implies zg = 0, x5 = 221, x3 = 611, v4 = 1621, x5 = 4421, - - -
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which shows that x is spanned by {0, 1,2,6, 16,44, - - - } an increasing sequence
which is not bounded above, hence does not converge as n tends to infinity. If

Znao is the first non zero entry for n = 0,1,2,3,--- , then \ = solvmg the
system gives x, =0 for n =0,1,2,3,--- which is a contradlctlon hence A= g
cannot be an eigenvalue. O]

2.2 The Eigenvalues of A* operator on /;

Theorem 2.3. Let A : ¢ — ¢ be a linear map and define A* : ¢* — c* i,e
A* by — liby A*(g) = go A, g € ¢ = 1. Then both A and A*must be given
by a matriz. Moreover A* : {1 — {1is given by the matrix,

s ( X (lim A)  (v,)g” ) (6)

(ar)g A
[5].
Corollary 2.4. Let A:c— c. Then A* € B ({1) and
1 00 0 O
013 5 0
ool 1 i
=100 0 53 (7)
000 0 I

Proof. By theorem 2.3

oo (e o)

where y (lim A) = limy4 (§) — >_ limy 6% is called the characteristic of a ma-
k=0

trix A6 = {1,1,1,1,...}, lims (§) = 1 and 6" = {0,0,0,0,...,1,0,0...},

having zeros with 1 in the k*position, lims 6% = 0 and > lim, 6¥ = 0. Hence

X (lmA)=1-0=1

= x(P,oT) = (P,oT)d— i (P,oT)d* but for matrix A, (P,0T)é =1, Vn
k=0

and > (P,oT)d* =11i.e

k=0

vpp=1-(14+04+0+0+---)=1-1=0

v =1-(1424+04+04+---)=1-1=0

v2_1—(§+§+§+0+~~):1—1:0
vs=1-(0+24L411040.--)=1-1=0 9)

v, =0, n>0
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(5 4r) (10)
]

hence the matrix becomes

Theorem 2.5. The eigenvalues of A* € B((y) is the set {A € C: |X\ — §| < £}

Proof. Consider the system A*x = Az, x # 6 in ¢ and \ € C,

1 00 0 0O Zo g
01 3 £ 00 21 T
0 0 % i 1 O i) i)
00 0 g g 1 T3 [ =X| 73 (11)
000 0 L1 T 74
000 0 01 T z5

which gives
o = )\ZL’O
zy + %1'2 + %IE?, = AT
%ZBQ + %ZBg + 11‘4 = )\$2
%.1'3 + %1’4 + §x5 = )\333 (12)
§$4 + §LU5 + §$6 = )\%4
1

1 1
3Tn-2 + 3Tn-1 + 3Tn = )\xn—Za fOTTL > 5

, solving the system gives

Ty = 3(\ — %)l’n_g — Xp_1, 1 > D5, 0r

n-1_o
n—1 n—1 2
fornodd, x, =37 "1(\— %)771353— > (A - %)kiﬂn—(%ﬂ), n=>>5
k=0
n_3
n_ 1\2— 1
forneven, x,=32"2(\— 3)2 2p4— kZ:O 3F (X — §)k$n_(2k+1) n=>6
) 0o " 1o 53 L L
Hence Z ‘.’En| = |1’0|+|1‘1|+‘$2‘+|$3|+|1’4|+ Z 3572(>\— 5)572‘%4— Z 3 ()\— §) Tp—(2k+1) +
n=0 n—6 k=0
neven
o nt-2
n-1_ n=1_
> 37z 1()‘_%) 7 lay— ) 3k(>‘_%)kxn7(2k+1)
n=>5 k=0
nodd
4 00 oo _ n—
<Y fza+ X BEO=DE a4+ Y 3T T (A= 1) |+
n=0 n==06 n=>5

neven n odd
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00 %*3 0 TLTA*Q
1 1
Z Z 3¢\ — g)k%—(%ﬂ) + Z 35\~ g)kl’n—(?kﬂ) (13)
n=6 *=" n=>5 =0

neven n odd
This is a geometric series with the common ratio, r = 3(\ — 1). This series

converge only if || < 1, that isif‘S()\— %)‘ = 3’)\— §| <lor })\— %’ < % ]

2.3 The spectrum of A operator on c

Corollary 2.6. For matriz A, we have

1—AX 0 0 0 0
% : 1 ’ L ’ A 8 8
— I\ = 3 3 3
o b1 T
r ﬁ, 0 k
M = (A—IX\)"tis given by my;, = ﬁ;ilna—nkn Dg?k? 0<k<n-1), (nkeNy)
\ Oa (k > n)
(15)
[9] where
ayp a1 0 0 .0
Aok A2k41  A2k42 0 .0
an_ L = 0 askt1 asey2  Agkes 0 (16)
0 ) )
0 : e Gkt
11
t 0 0
D R
0) 0 3 3 A 0 o
for k=0, Dn” = | 0 i 1 0 |, which is an n x n
3 3
. . . 0
0 0 0 % %

tridiagonal matrix.
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Wl

fork:Zl,Dgi)k: , this is anmn — k xn — k

- O wlFwE

ceoleol |
Wl

el |

w—,oO O O O

1
3

tridiagonal matrix.
Substituting in equation 15 gives matriz M as ,

1
g (1) 0 0 O
2(1-\)(3-X) 1-) 0 0 0
{%_(%_A)} —1 1 0 0
_| enE»E»  sEnEn T
M=1 —go-an-g-n om0 1 )
B2I-NG-NE-NT PE-NE-N FEE-N T
that is .
1 _ (=" 0) _ =D"(D, 2 —5(3=ND; )
fOTk - 0 Mmoo = T—\’ mnpo = (17)\)(%,)\)(1 A)n— 1D (1— )\)(l,/\)i%i)\)n 1 2 )
_ _ 1 _ (=t 1) _ ()mtEpP,-1E-npYy)
f fork = 1, mi1 = g, mMnp1 = WDn_l = 7_)\)(21 i)” 1
or
_ e k k
psom. oL U e CUMGDR — 3G - 0D )
= 4y nn % _ )\7 n (% _ )\)n—k+1 n—k (% . A)n—k—‘rl
(18)

Direct computations shows that (A — IN\) M = M (A —1I\) =1 , hence M =
(A—1N)7!

Theorem 2.7. The spectrum o(A) of A € B(c) is the set {A € C: |A— 3| <
sru{1}

Proof. We show that (A—1IN)"' € B(c) for all A € C such that |\ — 1| > 1
for k =0, D( ) =

2

Dy’ =3(3) =G = N5 =53 - G-V}

DY = {3 = 3(1-30) = (5= M} = &= {501 - (1-33) = (5= )}

DY = 5:{3 =30-30) = (G- = (G- N1 =3} = H{5(1 - 2(1-3)) -
(3 =N = (1=3\)}

Dy = gify = 3(1=30) + 5(1 =302 = (5= ) +2(; = (1 =30} = i {31 -
3(1-30)+(1-30%) - (3 - )(1+2(1—3)\)}
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o = s {1 (5w =99t - - 5 -5 e

is even, and

n—1

1 2
D;‘D:Sn_1 D ag(1— 30" ———)\ Zbkll—i’))\
k=0

NO| —

(19)
when n is odd, where ays and by are integers.
Substituting equation 15 gives the n'* entry as

%—1 %—1
(—1)”{ ( > ak(1—3A)’“) —(é—M( > bk(l_?’)‘)k)}
,1)71 D(O) o k=0 k=0

nT 1NN G-H)" when

n-1 n-1
(1)”{ ( > akusx)k) <;A>< > b“(l:u)’f-l)}
(_1)n D(O) . k=0 k=0

T aNGNG T T BTN G- NG

N

N|=

,when

n is odd
as n — 0o, the colums m,,, — 0 only if the denominator tends to coand the
denominator tends to oo provided }3 5 — )\)‘ > 1.

Similarly for k > 1,the denommator tends to oo provided }3 % — )\)‘ > 1
or ‘g - A| > 2

Which proves theorem 1.1 (i). Summing the entries of the matrix 17 along
the n'" row

5= ol = | >
sp say for n > 0 sup,{s,} < K < oo, provided \ € C such that |2 — A > 1
. hence satisfies part (iii). For part (ii), we have M = (A—I)\)"" and
(A—IN)(A=IN"" = 1. Now M§ =Y myy, where 6 = (1, 1,,1---)".

k=0

Also (A —IN) " (A—1I)X) = M (A—1I)\) =1, multiplying by § on both sides
M (A—1X)o=1J. Since Ad = §, we have M (§ — N0) =dor M (1 —)\)J =0.
Therefore

( 1)n 1D(1)
(z=N(z-2)"!

(=1)"Df”
MGG

3%n—k—1_3 n—k—2
(1)\)nk+1

(=1 k( D(k) (1 /\)D(k) ) _

M§=—25 (20)
That is
1

hence lim > my; = limﬁ = ﬁ < oo provided A € C such that A # 1.
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Therefore (A — IN)™! € B(c) if A € C such that | —A| > 1 . Which
implies (A—1IX)"" ¢ B(c) if A € Csuch that |§ — A\| < 4. Clearly, when A = 1,
column 0 is infinite therefore the inverse does not exist. Hence o(A) ={\ €

C: | -3 <3ru{1}.
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